Appendix Proofs for the Note

(https://bobondemon.github.io/2017/11/14/Notes-for-KKT-Conditions/)
Chih-Sheng Chen

Thmb5: The following two statements are true.

(1) If d isalimiting direction of a feasible sequence at a feasible point x*, then

d"Ve,(x')=0,VieE and d"Ve,(x')20,Vie Alx')AI.

dTVci(x*)z 0,icE
(2) Vde<d|d"Ve, (x*)z 0,i e A(x*)ml and LICQ condition is satisfied, then d is
|a]=1

a limiting direction for some feasible sequence at x".

dTVci(x*)z 0,ieE
In summary, suppose LICQ holds, then d |d"Vc, (x*)z 0,i e A(x*)ml = the set of
|]}=1

all limiting directions at_x".
Pf:
(1) W.l.o.g. Let {zk} be such feasible sequence that 1 limiting direction d . Then

by the definition of derivative, we have

¢(z)-c, (x*)—Vcl.(x*)T (Zk _X*) -0

lim
T ]
~ lim c(z,) cl(x ):hchi(x*) (zk —x*)

koo zk—x*‘ koo sz—x*
:slimcf(zk)_c; x*)—vC,(x J lim e, -x) Ve (x') d
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.'.Vci(x*)TdzlimM:tho*:O,VieE
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anchi(x*)Td:limc"(z")_ci(x*):lim a(z) >0,VieAlx')nI
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(2) The proof of this part is quite tricky. First, since LICQ holds, we havea mxn

Ve, (x* )T

matrix A= : of active constraint gradients with full row rank m .

Ve, (x* )T

mxn



Let Z be a matrix whose columns are a basis for the null space of A4 ; thatis,
Ze ER”X(”””),AZ =0 and Z has full column rank.

Let {tk} be any sequence of positive scalars such lim¢#, =0. Define the

k—

parameterized system of equations R:R" xR > R" by
clz)—tdAd 0

R(z,t): r ( ) . = .

Z (z—x —td) 0
We claim that for each ¢=¢,, the solutions z =z, of thissystem for small
t >0 give a feasible sequence {Zk} that approaches x* and has a unique
limiting direction that equals to d .
Ve, (x*)T

A
Clearly, R(x*,O): 0,and VZR(x* ,O)z :{ZT} which is nonsingular.

Hence, by Implicit Function Theorem, we can locally parameterize z by ¢
around the point (x*,O). Formally speaking, 3 n.b.d. ¥V of 0 and W of x",
and 31 feC?(V,W),suchthat R(f(¢).,£)=0,vteV and f(0)=x".Hence for
all k sufficiently large, we have 7, €V, and we define z, = f(z, ). Now
consider the sequence {zk}. We first prove it is a feasible sequence and then
prove it has a unique limiting direction that equals to d, and hence conclude the

proof.
Since c¢(z,)—1,4d =0, we have

q@” _, Ve ) a ¢(z,)=0,VieE

cm(:Zk) ch(: ) ( ) OVZGA( )

= z, isfeasible......... (a).

Also, - feC” and f(0)=x", we have
limz, = lim /(;,)= f{lims, )= 7(0)=x"......... (b).

Moreover, z, #x ,Vk......... (c).

Since if it is true for some ¢, >0, we have

R(zk,tk)=R(x*,tk)=O={ c({)_thd ﬂ=—t{ZAT}d.Since {ZAT} is

ZT(x -x —td

nonsingular and d =0, we have a contradiction.



From (a),(b) and (c), {z,} isa feasible sequence.
It remains to show that d is a limiting direction of {z, }. Using the fact that

R(z,,t,)=0 forall k together with Taylor’s theorem, we find that

O:R(zk,zk){ clzy)~tAd :|:|:c(x*)+A(Zk_X*)+O(”Zk_X*H)—tkAd:|

ZT(zk—x*—tkd Z"z, - x" -t d

) {A(zk ¢ ~d)+olfe, —x*H)} { A }(Zk v —td)rolfz, —x])

Z"z, —x"—t,d z'
By dividing this expression by sz —x*H and using nonsingularity, we obtain

. Z —x*—t d . . t z __x*
lim =% —=0=limd, =| lim—"—|d, whered, =———.
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Since ||d|| =||dk|| =1,Vk, we must have ]lcl_rg —=1.Hence

Z, =X

limd, =| lim—*— |d =d . Therefore, {z,} has alimiting direction d . (The
k—o0 k—x sz —x H

uniqueness is clear, since every convergent subsequences of a convergent
sequence converge to the same point.)

[]

Thm6: W.l.o.g. Let A(x*) {l..m}, 4" :[Vcl(x*)---ch(x*)],and x" efeasible point

Vilx'fd=0 forall deF, <

A eR” where 4,20 Vie A(x*)m I, such that Vf(x* ): Z:il/lchi (x*): A2

Pf:
(<) Forany deF,
Vil fa =" ave ) d=Y 4ve () d+ Ave (x)a
ieE ieAlx” Nl
= AVe, (x*)rd >0
ieAlx” 1

(:>) We define the cone N by

N = {s |ls= > AVc, (x* ), where 4, >0, Vi e A(x* )m I} ,

ieAlx”



the condition is equivalent to Vf(x*)e N . We first note that N is closed (every

accumulation points are stillin N ). Then if Vf(x*)g N ,wearetoprove 3d € F,

such that Vf(x*)Td <0.

Since N isclosed, we havea s N suchthat § isthe closest pointin N to
Vf(x*). In other words, § is the only one minimizer (.- N is a convex set, check!)

of the following convex problem,

5=,

min
seN

A A A * 2 . o o .
Since seN,..tseN for t>0,and Hts—Vf(x 1‘2 is minimized at #=1. Hence,

jt 5-vf )

Now, let s be any other vectorin N .Since N is convex, we have by the

minimizing property of § that
[0-6)+a-vr(x ) 2 [s-vr(x)
= 20(s —5) (5 - v/ (x" )+ s — 3| > 0, for all 6 < [0,1]

z, for all @ €[0,1]

Let 650", = (s —§)T(§—Vf(x*))2 0, and by (a), we have
s"(5-vf(x')z 0, forallse N......... (5).

We claim that if d =§—Vf(x"), then deF, and Vf(x') d<0.

First, V/(x') d=(-a)d=5(5-vr(x")-|d =-d[ <o0.
We are to prove d e F|,i.e.

dTVci(x*):O,VieE
d"Ve,(x7)20,vie Alx’)I

Note that, Vci(x*),and—Vci(x*) e N, forallieE, and
Vcl.(x*)e N, forallie A(x*)ml. By (b), we have
(Vci(x*)Td >0 and —Vci(x*)rd >0,VieE)=> Vcl.(x*)rd =0,VieE, and

Vc,.(x*)Td >0 forall ieA(x*)mI.



