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The Gaussian mixture model could be formulated as p(x): z:zlﬂ'kN(X | ,uk,Zk),

where the parameters are 0= {ﬁk,,uk,Zk |k =1~ K}. The graphic model is shown
below:

Figure 9.6 Graphical representation of a Gaussian mixture model
for a set of NV i.i.d. data points {x.. }, with corresponding
latent points {z,}, where n = 1,....] V. T e—
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A complete i observation is (Xi,zi), where 7, = {LZ,..., K}, and z, =Kk indicates

the explicit observation X, comes from k" Gaussian component. So the complete

data log-likelihood p(X,z =k|8)=p(z, =k |0)p(x |z =k,0)= 2N | 4,Z,)-
Following the E-step of standard EM procedure, we first set

9(z, = k)= plz | ,0™)= pz. x16") _  plz, =ke™ )p(x |z =k,6™)
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Then for the M-step, we are to maximize

"> a(z =k)Inp(x,z =k|6) subjectto 1=>"" 7.

L= Zilz::lq(zi =K)InZ N(X, | 24,,%, )+ 05(1—2::1%)
1) oL/om, =0=
(Z:iNzlq(zi = k))/;rk =qa, and accordingto 1= Z::lﬂ'k , we have

7. = Zililq(zi :k) )
k ZkK=1ZiN=1q(Zi - k)




3) oL/o%, =0

We need three rules:

A is not a function of m Otr(XtA)

_ X*l TA X*l T WL ATy -1
N ~ (XA X TATX

(from wikipedia.org “Matrix calculus”)
, d'Aa = tr(AaaT ) and iIn|A| = (A‘l)T
O0A
Then we can calculate the derivatives as follows,
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Demos could be seen from
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http://neural.cs.nthu.edu.tw/jang/matlab/toolbox/machinelLearning/




